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Introduction



The value of Data

Making decisions based on data is nothing
new. Now it is much easier, simply.

B sir William Davenant
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After awhile

1 computer = N programs = M users




Why now?
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Why now?
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A bit of terminology

Smoothing Planning
Computer Vision

Probability
Normalization
Distributions
; Bayes Theorem
Regression

Logits

Entropy
Computer 8y Data
Data Mining Science Optimization
Function Approximation Graph Algorithms
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Big Data

What is Big Data?

*For some people, they have big data
when its size > 65536 x 256.

*In general wehave big data when its
size does not allow its storage and
analysis in a big computer.




Big Data

Wal-Mart handles over one million customer transaction per hour, the
information is stored on a database sized in excess of 2.5 Petabytes (2,0 x

10'¢ bits
]
Tele-Medicine Remote Patient Monitoring
‘—-’ ﬁ
- e
Changing the way we Manoging patient vital signs more

interoct with our coregivers ¢ff ectively in the hospital and home

Mobile Workflow and Big Data

Care Coordination Solutions Population Health Management
Information-enabled Smart Devices
\
) & ,".‘. x0 | MR T
Driving better clinicol outcomes "8 Using the power of data to monoge
and patient care s our most challenging healtheare issues

Manoging and monitoring how
we odhere to our treatment

By 2016 it is likely that a typical hospital
will create 665 terabytes (5.32 x 1015
bits) of data a year.



Big Data

With a personal computer:

You can find an element ina 1l MB file
in less than a second.

You can find an element in a 1 GB file
in lessthan a minute.

You can find an element ina 1 TB

file in lessthan sixteen hours.

You can find an element ina 1l PB
file inlessthan two years.

You can find an element ina 1 EB

file inlessthan two thousand years.



Big Data

Big data is more than size.
It iscommonly characterized with four V

i

Volume Velocity




Big Data

The cloud is key to deal with the three V,but the M,,_,.,//

Key enabler

main phenomenon behind Big Datais datification.

The three V are a consequence ofit.




Big Data

We are rendering into data many aspects
of the world that have never been
quantified before:

business networks §books I'm reading
physical activity )urchases

physiological signals! FiE:1e[gRiglele]ale} [ifl=Ialoralle

Hdriving behavior



l THE RAPID GROWTH OF GLOBAL DATA

The. pmductlon 'dmls panding at an astonishing pace. Experts
MORE THAN

X g OF THE DATA PRODUGH f
Drivers lndud the switch fmmamlog digital tachnologlef and the

rapid increase in data generation by individuals and corporations alike THROUGH

WHAT IS A ZETTABYTE?

Ky DATA PRODUCTION

g e tarsbyte o foat stosce Al WILL BE 44 TIMES GREATER
000,000,000 terabytes hodsthe ko renderth IN 2020 THAN IT WAS IN 2009

oquivalont 30 CGICN(‘:H

of roughly In Avatar. -
1900,000, petabytes 210 suﬂg . m‘mwv'z‘;'::” More than 70% of the digital universe is
1,000 exabytes sided DVOs. 208 exabytes generated by Individuals. But enterprises have

responsibility for the storage, protection and

1 zottabyte (&) management of 80% of it

p-

90% of world data was genenated between 20IE and 2015



Big Data

Information comes from:

* Corporate Data Bases (structured

information). Unstructured information Big Data CharaCteriSt|CS

in documents, Wikipedia, textbooks,

* Images in the web, public cameras,

phones, TV, YouTube, etc. * Records * Structured * Batch
- Public APIs: smart cities AR e * Semi- * Stream
o * Videos structured e Realtime
government, search engines, Torabyte s linstries v e

etc.

* Sensor Data: GPS, accelerometer,
physico- chemical sensors,
sociometric sensors, super-
colliders, telescopes,etc.



Data Science

Technology is the collection of tools, including machinery, modifications, arrangements and
procedures used by humans.

Big Data is a key technology to process massive amounts of data
(f.e. to count items).

Methodology is the systematic, theoretical analysis of the methods applied to a field of study.

Data Science is a methodology to define what we want to do with
data, how do we evaluate our actions, what decisions can be
grounded on data, how do we combine evidences from several
sources, etc.



Data Science

What are the limits of data science?

*Data science iIs a tool to inform, not to
explain.

e Data science cannot substitute intuition or
creativity.




Data Science

g
THE SEXIEST JOB OF

THE 21TH CEN TURY.

HARVARD BUSINESS REVIEW,
OC T.2012

——



Data Science

Drew Conway’s Data Science Venn Diagram



Big Data Roles

©

&
Languages DATA SC | E N T | S T

R, SAS, Python, Matlab, SQL, AS RARE AS UNICORNS
Hive, Pig, Spark
L) Role
® :
Skills & Talents Cleans, massages and organizes
v’ Distributed computing (big) data
v’ Predictive modeling
Mindset

v’ Story-telling and visualizing

v’ Math, Stats, Machine Learning Curious data wizard

HIRED BY
GO 8[6 2™ Microsoft L}b‘;




Big Data Roles

a_
DATA ANALYST
‘DATA DETECTIVE Languages
R, Python, HTML, Javascript, C/C++,
Role ok
Collects, processes and performs Skills & Talents

statistical data analyses
V' Spreadsheet tools (e.g. Excel)

v' Database systems (SQL and NO SQL
based)

V' Communication ¢ visualization
v' Math, Stats, Machine Learning

Mindset
Intuitive data junkie with high
“figure-it-out” quotient

[Jon]]




Big Data Roles

™

DATA ENGINEE

VARE ENGINEERS BY TRADE Languages
SQL, Hive, Pig, R, Matlab, SAS,

Role \ / SPSS, Python, Java, Ruby, C++, Perl

Develops, constructs, tests and
maintains architectures

(such as databases and large-scale
processing systems)

Skills & Talents
v' Database systems (SQL & NO SQL
based)
v’ Data modeling & ETL tools
v' Data APIs
V' Data warehousing solutions

Mindset
All-purpose everyman

HIRED BY

@ Spotify n a




Big Data Roles

s

DATA ARCHITECT

THE CONTEMPORARY DATA MODELLER
Languages

SQL, XML, Hive, Pig, Spark Role:

Creates blueprints for data
management systems to integrate,
centralize, protect and maintain
data sources

Skills & Talents
v’ Data warehousing solutions
v’ In-depth knowledge of database
architecture
v’ Extraction Transformation and

Load (ETL), spreadsheet and BI tools o Mil‘ldse‘t:
v' Data modeling Inquiring ninja with a love for
v Systems development HIRED BY data architecture design patterns

VISA @M% logitech
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The “Data Science”
Toolbox



Data Science

Maths and Statistics

Descrlp'tlve e Numer|FaI
statistics analysis

Bayesian
Optimization probability
models




Data Science

Programming skills

e Algorithm prototyping

* Programming languages for prototyping

R

Python

Matlab

Julia

Java

Scala

* Big Data Tools: Hadoop, Spark, Amazon WS,
Kafka, etc.

AN NN N YR



Techniques

Data Science

Classification and class probability
Regression

Similarity matching

Clustering

Co-ocurrence grouping

Profiling

Data reduction

Casual modeling

A/B testing




Competitive Advantage

Data Analytics Capabilities

L Reporting

. Scorecard

L Customer segmentation
. Market research

. Social network analysis
. Dataset summarization
. Multivariate correlation
= Anomaly detection

Analytical CRM

Customer retention

Direct Marketing

Demand forecasting
Predictive financial models
Wallet share estimation
Credit risk

Accounts Payable Recovery
Location of new stores
Product layout in stores
Price sensitivity

Medical diagnosis

Lead prioritization

Call center optimization
Inventory Management

Travel and Transportation
Optimization

Planning Strategic
Optimization

Planning Manufacturing
Optimization

Equipment maintenance
Dynamic pricing
Networked infrastructure
optimization

Personalized recommendation

Analytics
Maturity
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Artificial Intelligence
and Big Data



How is Artificial Intelligence related to Data Science and Big Data?

Artificial Intelligence
Developing Intelligent
Systems

Software
Engineering

Machine
Learning

Data Engineering
Building Scalable
Infrastructure

Data Data Science
Wrangling Driving Business
& User Decisions




Artificial Intelligence is nothing new

Artificial Intelligence is nothing new...

Artificial Intelligence History

Ada Alan Turing The frst DemaonstatedUnimatios  Jaseph Chess-
(1842) (1950} corference an by Newel Working on Wezerbau  paying

AlbyJohn (1957 GE (1961) m (1965), E. pogram by :
i (1957) Gelgenbau Greariiat (1993) (2005)  Micorsoft

m{1965) atMIT (2011)
Mireky {1956) (1068  (1979)

(2013 ~)

NOW!



achine learning

Supervised Unsupervised
Learning Learning

Reinforcing
Learning




Machine learning workflow

TRAINING
DATA

FIT/TRAIN A
CLASSIFIER

v

TEST
DATA

TEST/PREDICT

- | FREDICTIONS




Historical metaphors of the brain:
Hydraulic (blood cooler, spirits),
Mechanical (clock, steam machine),...

* |n 1943, neurophysiologist Warren
McCulloch and mathematician Walter
Pitts wrote a paper on how neurons
might work. In order to describe how
neurons in the brain might work, they

modeledasimple neural network using
electrical circuits.



In 1949, Donald Hebb wrote The
Organization of Behavior, a workwhich
pointed out the fact that neural
pathways are strengthened each
time they are used, a concept
fundamentally essential to the ways in
which humans learn.



f(z)

j] ifw- x4

l 0 otherwise

b >

In 1957 Frank Rosenblatt
attempted to build a kind
of mechanical brain called
the Perceptron, whichwas
billed as “a machinewhich
senses, recognizes,
remembers, and responds
like the human mind”.



A critical book written in 1969 by Marvin
Minsky and his collaboratorSeymour Papert
showed that Rosenblatt’s original system was

painfully limited, literally blind to some simple
logical functions like“exclusive-or”.



Perceptrons

Marvin L. Minsky
Seymour A, Papert

It is claimed that pessimistic predictions made by the
authors were responsible for an erroneous change in
the direction of research in Al, concentrating efforts
on so-called "symbolic" systems, and contributing to
the so-called Al winter. This decision, supposedly,
proved to be unfortunate in the 1980s, when new
discoveries showed that the prognostics in the book
were wrong.

Source: Wikipedia



70’s: First neural network winter




In 1982, interest in the field was renewed. John Hopfield of
Caltech presented a paper to the National Academy of
Sciences. His approach was to create more useful machines
by using bidirectional lines. Previously, the connections
between neurons was only one way.

In 1986, the problem was how to extend the Widrow-
Hoff rule to multiple layers. Three independent groups
of researchers, which included David E. Rumelhart,
Geoffrey E. Hinton and Ronald J. Williams, came up
with similar ideas which are now called back-
propagation networks because it distributes pattern
recognition errors throughout thenetwork.



From 1986 to mid 90’s new developments arised:
convolutional neural networks (Y.LeCun), unsupervised
learning (Y.Bengio), RBM(G.Hinton), recurrent networks

(J.Schmidhuber), etc.

But, by this point new machine learning methods
had begun to also emerge, and people were again
beginning to be skeptical of neural nets since they
seemed so intuition-based and since computers

were still barely able to meet their computational

needs.



90’s-00’s: Second neural networkwinter




With the ascent of Support Vector Machines and the failure of
backpropagation, the early 2000s were a dark time for neural
net research.

 Then, what every researcher must dream of actually
happened: G.Hinton, S.Osindero, and YWIeh
published a paper in 2006 that was seen asa
breakthrough, a breakthrough significant enough to
rekindle interest in neural nets: A fast learning
algorithm for deep belief nets.

 After that, following Moore’s law, computers got
dozens of times faster (GPUs) since the slow days of
the 90s, making learning with large datasets and
many layers much more tractable.



Neural Networks Reborn

Compara

deep learning

machine learning

Evolucio de l'interes

Google Trends



. NN and DLcurrently provide the best solutionsto many
problems in image recognition, speech recognition, and
natural language processing.




Face recognition.

Who is this? Who is this? Whao is this?

wWho is this? Who is this? Wha is this?

DeepFace (Facebook): Accuracy of 97.35%



New applications: navigation and mapping.

Tienda  Aspiradoras  Ventiladores y Calefactores  Airblade™ Mi cuenta Soporte

Robot Dyson 360 Eye™

El nuevo robot aspirador de Dyson

/" Vea a James Dyson
presentando el
nuevo Dyson 360
Eye™ en Tokio




New applications: Image Upscaling (Flipboard)

Bicubic
B 1
P

v

Model

http://engineering.flipboard.com/2015/05/scaling-convnets/



http://engineering.flipboard.com/2015/05/scaling-convnets/

New applications: Automatic Image Captioning

-
\ woman, crowd, cat,
( camera, holding, purple

) / A purple camera with a woman.
B\ * 3

Y A woman holding a camera in a crowd.
o/
k A woman holding a cat.

(\ #1 A woman holding a ]
I camera in a crowd.

http://blogs.technet.com/b/machinelearning/archive/2014/11/18/rapid-progress-in-automatic-image-captioning.aspx



http://blogs.technet.com/b/machinelearning/archive/2014/11/18/rapid-progress-in-automatic-image-captioning.aspx

Speech translation

A mi también

Where in the world do you wish to travel?

A Rusia

Everywhere

Seria increible algin dia verte en Méjico




B35 UNIVERSITATw
=l BARCELONA

Recommenders

1st Workshop on Deep Learning
for Recommender Systems

in conjunction with RecSys 2016
15 September 2016, Boston, USA

DAS\VA



Tracks
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Music Generation

Charts Upload eee
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I'm an Al built to make Jazz
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THE INTERNATIONAL WEEKLY JOURNAL OF SCIENCE

At last — a computer prog am that
can beat a champion Go player PAGE484

ALL SYSTEMS GO

CONSERVATION RESEARCH ETHICS POPULAR SCIENCE D RATWE COM/RATURE

SONGBIRDS
A LA CART




Start Ups

<1 vicarious

build the next generation
of A.l. algorithms

Vicarious announces Vicarfous passes first Vicarious announces Vicarious presents at

$40M Serles B Turing Test $15M Series A Peter Thief's Stanford
Class

21,2012 e

CAPTCHA
0ct 28, 2013

————

clarif.

the fut us with LIS

ion syste;
i
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APLSIGN UP

MACHINE LEARNING

that scales with your business

OWNLOAD GRAPHLAB CREATE

Train your image classifier

Metahnd siows you I sty febe yeur msges weh stsis of-the-ert lomsifers beset: on comoLoral neurs) reswerks.

UPLOAD IMAGES

=,

'DEEP LEARNING &

for industry 2 deeplearning4j % nd4j ;
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Mathematics behind
Neural Networks



Neural networks and back-propagation

A supervised neural network, at the highest and simplest abstract representation, can
be presented as a black box with 2 methods learn and predict

Inputs - learn (inputs, outputs) Outputs

q- updates h

Internal state

using
Inputs Internal state Outputs

e—- - predict from (inputs) ———




Neural Net Model

Parameters of a linear model

| |

Data Weights Bias

Sigmoid Dot _
Function Product
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O(X) = (1+t—x)
o(x) = max(0, x)

Hidden Layer-1  Hidden Layer-2  Hidden Laver-3



Neural Net:
Mathematical steps

* Model initialization: Giving an initial value to the weights. Random initialization of
the model is a common practice.

 Forward propagate: Evaluation of the initialized model.

* Loss Function: Function that compares the result of the evaluated model with the
desired outputs.

As awhole, the process can be reduced to find the minimum of the Loss Function.
« Differentiation: Gradient descent

 Back-propagation
 Weights Update



Neural Net:
Mathematical steps

= — -
1 Z — -
- 2
2 4
k) |
A
1Tl T aCctual Leslred ADsSolute EIroXr oJuare LIIXror

1 3 2 1 1
2 6 4 2 4
3 2, € 3 9
e 12 g 4 1

Loss
Function



Neural Net:
Mathematical steps

Gradient Descent

If we initialize randomly the network, we are
putting any random point on this curve (let’s
say w=3) . The learning process is actually

saying this:

» Let’s check the derivative.

« Ifitis positive, meaning the error increases if
we increase the weights, then we should
decrease the weight.

« If it's negative, meaning the error decreases
if we increase the weights, then we should
increase the weight.

« Ifit's 0, we do nothing, we reach our stable
point.

Increase Decrease |
4\  weight weight /
\ here here /

Do
: : Nothing p
\_ here 4
1 2 ’ ‘¢
F.
J(w)
e | nitial
weight
Jmin(w}




Back-propagation

Input P Output

—| DX (e—| 7D (e—-
2 6 36

Input Output

2 o E X

Neural Net:
Mathematical steps

In most cases composing the functions is very hard. Plus for
every composition one has to calculate the dedicated
derivative of the composition (which is not at all scalable and
very error prone). In order to solve the problem, luckily for us,
derivative is decomposable, thus can be back-propagated.
We have the starting point of errors, which is the loss
function, and we know how to derivate it, and if we know how
to derivate each function from the composition, we can
propagate back the error from the end to the start.
Let's consider the simple linear example: where we multiply
the input 3 times to get a hidden layer, then we multiply the
hidden (middle layer) 2 times to get the output.

A 0.001 delta change on the input, will be translated to a 0.003 delta change after the first layer, then to

0.006 delta change on the output.

which is the case if we compose both functions into one:

input -> 6.x -> output.

Similarly an error on the output of 0.006, can be backpropagated to an error of 0.003 in the middle
hidden stage, then to 0.001 on the input.




Neural Net:
Workflow diagram

Forward pass

Input

dz

Wg.z"E

dW

E.Wz.z

Error E
Actual T Desired
Output ' Output
| 0SS function |elle—
36
dE

Back-propagate error

Derivative
of loss



04

Neural Networks for
Business Problems



The Effectiveness of Personalized
Product Recommendations

MarketingSherpa Study, 1.5 billion shopping sessions, 2015:

The recommendations used a variety of different
common phrases on a product page, home page,
shopping cart, category page or site wide. The actual \ ﬂ

product recommendations were dynamic and
personalized based on visitor data, behavior, and

hiStBWthe whole, 11.5% of the revenue (whether from
more volume or higher value of products) generated
in the shopping sessions was attributable to
purchases from the product recommendations.

* The companies that used the most common
“visitors who viewed this product also viewed” on
the product page had the highest success, with a
remarkable 68% of all revenue of those companies
coming from the product recommendations.

”

* The phrasing “you might also like, ” correlating to 16% of that group’s revenue to the
recommendations.
* The popular phrasing “customers also bought” on the cart page generated only 8% of revenues

from recommendation sales.




2hhmv

HMV, a British entertainment retailing company (music Retailer) realized that sending the
same campaign message to all its customers is not appropriate anymore, as people start
treating emails as spam and do not open them. The company uses a recommendation
system, which analyses customer click streams and which products fits the customer’s
preferences. HMV sends out personalized recommendations, which increased the emails
opening by over 70% on mobile phones, and PC mails by 50 %.

amazon

In 2013 Item-to-ltem collaborative filter: After a long refinement process,

35% of all sales are estimated to be Netflix f|na”y released its first "g|0ba|"
generated by the recommendation engine. recommendation engine in December,
In May 2016, Amazon 2016. Netflix will invest 1 billion of the
opened up DSSTNE as open source total 5 billion of its budget in

software so that the promise of deep recommendation and personalization.
learning can extend beyond speech and Why?? Netflix estimates that only 20%
object recognition to other areas such as of its subscriber video choices come
search and recommendations from search, with the other 80%

coming from recommendations



Examples

Customer Loyalty

Churn prediction is the task of identifying
whether users are likely to stop using a
service, product, or website.

e Churn Prediction model based on Machine Learning:

Decision Trees, SVM, Logistic Regression
Ensembles (Random Forests)

Boosting
Final method overall performance:

64 % accuracy on users who did churn
74% accuracy on users who did not churn

Optimize efforts: it is not worth trying
to retain the 4.4% lower. We should
focus only on 82.5% higher.

Look beyond just overall accuracy

=

P—

0% -10% 4.4%

10% - 20% 14.1%
20% — 30% 25.8%
30% — 40% 35.5%
40% — 50% 44.9%
50% — 60% 55%

60% — 70% 65.5%
70% — 80% 76.8%
80% — 90% 82.5%
90% — 100% NaN

( )
N

Recent tests in churn predicition using Deep Learning show an overall
accuracy higher than 78%.




Examples oOptimal Shop location

In 2007 and 2008, Starbucks’ CEO Howard Schultz was forced to come out of
retirement to close hundreds of stores, and rethink the company’s strategic growth
plan.

"This time around, Starbucks took a more disciplined, data-driven approach to store
openings and used mapping software to easily analyze massive amounts of data
about planned store openings. The software analyzed location-based data and
demographics to determine the best place to open Starbucks stores without hurting
sales at other Starbucks locations.

“The software is also helping to determine where the next 1,500-plus stores should

be placed not only to help the company expand, but drive revenue for new store
developments.”

Data used:

* Mobile data C

* Demographic and income &
data (CENSUS) = w5

s Geoinformation 3 g%
(OpenStreet Maps and E

Google)



http://www.forbes.com/profile/howard-schultz/

